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Never has there been more intense demand for algorithmically optimal algorithms and software for extreme scale multiphysics simulation. This greater emphasis on algorithmic optimality is a consequence of increased hardware capability and correspondingly more ambitious simulations, for which suboptimal methods suffer greatly or fail completely. Multilevel methods, including multigrid and the fast multipole method, are an essential ingredient in any modern solution algorithm, both for algorithmic scalability and to limit and structure the necessary parallel communication. My research features the development of hardware-adapted, algorithmically optimal, multiphysics-capable, composable algorithms and numerical software.

In this statement, I elaborate on the common theme of high-performance integrative multiscale methods, explain my philosophy regarding software and reproducibility, and introduce several applications on which I am currently working and that are suitable for driving further targeted research.

1. Pervasive multiscale methods and fused analysis

Today’s computational methods for analysis of systems governed by partial differential equations are founded on a series of abstractions that have been developed relatively independently. For example, a spatial discretization takes a PDE and produces an assembled operator, a linear solver takes an assembled sparse matrix and produces a solution, a nonlinear solver takes a nonlinear expression of a problem and transforms to a sequence of linear problems, an implicit time discretization takes a semi-discrete problem and yields a sequence of fully discrete problems, an optimization method views the PDE solver as a black box, most methods for uncertainty quantification do not look inside the solver, and adaptation of these methods to modern parallel computing architectures is done at a stage with little ability to modify the underlying algorithm. For each abstraction there are necessary and/or sufficient conditions for convergence, sometimes with quantitative prediction of convergence rate or at least asymptotic robustness to parameters. These interfaces were necessary to facilitate a division of labor, in terms of both theorems and software implementation, that has served the community well over the past few decades. On the other hand, these interfaces are lossy in the sense that they destroy structure that could greatly improve the efficiency and robustness of implementations. As a community, we have only recently developed a level of maturity where the entire stack can be reasoned about in a principled way. It’s time to redesign the interfaces to emphasize matrix-free [Bro10] and nonlinear multilevel methods adapted to modern computing architectures, with in-situ uncertainty quantification, optimization, and stability analysis. In doing so, we must
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emphasize composability\cite{BKM+12} so that the methods can reliably be combined for coupled multiphysics simulation\cite{KMW+12}.

2. Accessibility and open source software

As an early signatory of the Science Code Manifesto\footnote{http://sciencecodemanifesto.org}, I am deeply committed to responsible scientific software practices. The greatest impediment to widespread adoption of recently-developed methods is accessibility. A method presented only in journal papers is accessible only when it is conceptually simple and easily adaptable to different circumstances. In contrast, a method implemented as a library need not be internally simple, but must have robust, predictable features. Underlying my research is the principle that developers of computational methods should strive to create user-friendly methods complete with library implementations, and to work with applications to put the methods into production. Since all methods “break” eventually, the stress testing provided by production science and engineering applications is invaluable to truly understand the utility of methods and to identify the most important future research directions. Additionally, since the vast majority of algorithms cannot be completely defined within the space constraints of papers, it is crucial for reproducibility to release a reference implementation. Releasing code requires extra effort, but results in a higher quality product, fosters collaboration, and ultimately increases the impact of the research.

3. Selected projects and applications

3.1. Low-communication multigrid. I have been working with Mark Adams (Columbia University) to extend Brandt and Diskin’s work\cite{BD94} in eliminating communication in multigrid algorithms. These methods are unique in their ability to remove all communication from fine levels without significantly affecting the multigrid convergence rate. This remarkable result is a result of re-examining the coarse grid equation in the Full Approximation Scheme. Conventional multigrid cycles start and end on the fine grid, using the coarse grid for accelerating convergence of long-wavelength components of the error. A formally equivalent perspective interprets a multigrid cycle as starting and ending on the coarse grid, with fine grids “visited” only to provide local feedback in the form of the “$\tau$ correction” which quantifies the local difference between the coarse and fine grid operators. Side-effects of the $\tau$ formulation include compressed (and locally decompressible) checkpoints which are important for computation of transient adjoints, resilience in case of hardware errors, migration for dynamic load balancing, and in-situ visualization, as well as the ability to evaluate functionals of a solution using only polylogarithmic memory (no explicit storage of solution). This formulation exposes many opportunities in parallel implementations and on-node efficiency (e.g., fused fine-level visits operating entirely within cache) with potentially deep co-design consequences (e.g., fine levels can reside exclusively on accelerator devices, communicating with the host only via a coarse level). On the mathematical front, there is a fresh demand for sharp convergence analysis of compatible relaxation\cite{Liv04} variants as well as a rigorous convergence theory for the $\tau$ formulation without full regularity assumptions. When combined with compatible Monte-Carlo\cite{BR03}, this
framework is sufficiently general to express many existing paradigms for multiscale models with stochastic micro/mesoscales (e.g., [WEL+07, Bra08, BL11, LBL12]).

3.2. User-, solver-, and analysis-friendly discretizations. An ideal discretization would be robust and generally applicable, highly accurate, entail minimal communication and memory movement, admit simple and rapidly-converging optimal solvers (like multigrid), inherit continuum structure such as local conservation and maximum principles/positivity, and commute with the adjoint operation (so that continuum and discrete adjoints coincide). Such a wonder-discretization is currently only available for the simplest model problems (and some non-existence theorems exist), but there is a nearly inexhaustible amount of research remaining to be done in extending the most attractive families to efficiently support the entire suite of desired capabilities. This research is most effectively done in collaboration with an application where the improvements can have an immediate impact.

3.3. Scalable interactive in-situ eigenanalysis. The objective of this recently-funded project is to develop methods and software with similar capability to EigTool [WT02], with ability to interactively explore the spectrum/pseudospectrum of an operator and plot selected eigenvalues even in case of large 3D multiphysics models, all transparently accessible within existing parallel applications that use PETSc for solvers. In addition to the usual scientific applications of eigenanalysis, convenient targeted eigenanalysis will be invaluable for designing multilevel and domain-decomposed solvers. For example, eigenanalysis applied to a filtered operator on a level of multigrid immediately identifies deficiencies in the smoother and grid transfer operators. In addition to scientific and methods research, I expect this tool to be of significant benefit for teaching about solver convergence.

3.4. Lithosphere and mantle dynamics. More so than in many scientific applications, solver performance is a bottleneck that limits inquiry into the process of subduction. Specifically, the solution of highly heterogeneous Stokes-like systems with strong material nonlinearities due to plasticity and phase change. Solution of these problems represents a critical bottleneck to high-resolution simulation of lithosphere dynamics. In collaboration with Dave May (ETH Zurich), Matt Knepley (University of Chicago), and Mark Adams (Columbia University), I am exploring robust adaptive coarsening and highly-parallel smoothers, with attention to fast updating due to evolving nonlinearities.

3.5. Modular software for automotive CFD and heat transfer. In collaboration with Zoltan Horvath (SZE, Hungary) and Matt Knepley (University of Chicago), I am designing open source software for use in air and air-oil cooling of DC motors and shape optimization of air intakes and wheel wells. Our objectives are threefold, (a) to create a test-bed for evaluating discretizations (including finite volume, spectral difference, and discontinuous Galerkin), structure-preserving IMEX time integration, and multigrid, (b) to make a practical engineering tool in which components like turbulence models, kinetic effects, and chemistry can be developed by engineers with limited software expertise, and (c) to be portable to emerging architectures and scale to very large problem sizes and computers. For efficiency without sacrificing modularity, we are developing a JIT for dynamically-configured models, and including the ability to write model components in Julia.

\(^2\) http://julialang.org
We are also developing multiscale time integrators for quasi-time-periodic systems to efficiently handle time integration of motors over thousands of revolutions (necessary to ensure that a design can maintain safe operating temperatures).

3.6. **Solvers for PDE problems augmented with low-rank coupling.** What do lightweight inflatable robots and gyrokinetics have in common? They both consist of elliptic PDE systems augmented with low-rank coupling blocks. With robots, air pressure in various chambers couples the (sparse) fabric equations (collaboration with Geoffrey Irving at Otherlab, Inc.) while in gyrokinetics, flux surface averaging (arising from electron drift relative to ions) couples the poloidal potential equations (collaboration with Mark Adams (Columbia University) and the XGC1 team at Princeton). The low-rank blocks typically couple several thousand degrees of freedom, rendering explicit assembly unattractive. I am developing multilevel methods and software to solve problems of this type efficiently independent of the number and size of the low-rank blocks.

3.7. **IMEX time integration.** In collaboration with Emil Constantinescu, I designed and implemented an extensible suite of adaptive IMEX time integrators from the Rosenbrock-W and additive Runge-Kutta families within PETSc’s TS package. These methods were formulated to work with the general nonlinear IMEX form \( g(t, x, \dot{x}) = f(t, x) \) where \( g \) represents the stiff part requiring implicit treatment and \( f \) is non-stiff. Compared to the representations appearing in the literature, this form is more solver-friendly and more convenient for users with nonlinear transient terms such as arise with moving meshes. Schemes up to order 5 have been implemented and new methods can be defined by providing a coefficient tableau or design parameters within a known family. Most methods come with embedded error estimates, dense output formulas, and “hot starts” for iterative solvers. A unique attribute of my implementation is the extensible adaptive controller which allows applications with additional knowledge, especially regarding locations of model non-smoothness, to control the time steps. Current research directions are in online operator-dependent method design and in exposing parallelism by simultaneously solving all stages of an implicit Runge-Kutta method within a single multigrid cycle.
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